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UrbanGen: Urban Generation with
Compositional and Controllable Neural Fields

Yuanbo Yang, Yujun Shen, Yue Wang, Andreas Geiger, Yiyi Liao �

Abstract—Despite the rapid progress in generative radiance fields, most existing methods focus on object-centric applications and are
not able to generate complex urban scenes. In this paper, we propose UrbanGen, a solution for the challenging task of generating
urban radiance fields with photorealistic rendering, accurate geometry, high controllability, and diverse city styles. Our key idea is to
leverage a coarse 3D panoptic prior, represented by a semantic voxel grid for stuff and bounding boxes for countable objects, to
condition a compositional generative radiance field. This panoptic prior simplifies the task of learning complex urban geometry, enables
disentanglement of stuff and objects, and provides versatile control over both. Moreover, by combining semantic and geometry losses
with adversarial training, our method faithfully adheres to the input conditions, allowing for joint rendering of semantic and depth maps
alongside RGB images. In addition, we collect a unified dataset with images and their panoptic priors in the same format from 3 diverse
real-world datasets: KITTI-360, nuScenes, and Waymo, and train a city style-aware model on this data. Our systematic study shows
that UrbanGen outperforms state-of-the-art generative radiance field baselines in terms of image fidelity and geometry accuracy for
urban scene generation. Furthermore, UrbenGen brings a new set of controllability features, including large camera movements, stuff
editing, and city style control.

Index Terms—Urban Scenes, Generative Radiance Fields, 3D GANs, Neural Rendering

✦

1 INTRODUCTION

This paper focuses on advancing generative radiance fields
of urban scenes which will enable many important appli-
cations, e.g., serving as neural simulators for autonomous
driving [12] or generating scenes for the gaming industry.
In addition to rendering photorealistic images, an ideal gen-
erative urban radiance field should be capable of: i) learning
accurate geometry, ii) providing high controllability, and
iii) synthesizing different city styles. Although remarkable
advances have been made in generative radiance fields
using adversarial training [54], existing methods struggle to
fulfill the above requirements. But what makes generative
urban radiance fields so challenging?

Firstly, most existing 3D generative radiance field meth-
ods focus on “alignable” object-centric scenes like Carla
Cars [17] and human faces [27]. This simplifies the task, as
the generative model can learn the underlying alignment in
canonical space, hence minimizing the residual geometry
and appearance variations that need to be captured. Ur-
ban scenes, however, pose a great challenge as they lack
a shared canonical geometry like object-centric scenarios
such as human faces. Secondly, many properties of existing
generative radiance field models, including semantics and
appearance, remain entangled [60], which greatly limits the
controllability of the generated content. To address these
two challenges, GIRAFFE [43] and DiscoScene [67] propose
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to learn foreground cars in a canonical space from urban
scene images using object layouts, learning plausible car
geometry and enabling control over poses of cars. How-
ever, they generate the scene background as a simple 2D
image, resulting in limited control over camera pose and
semantic editing. Lastly, synthesizing different city styles
requires training generative radiance fields on different
urban datasets, which is non-trivial due to the diversity in
scale of existing urban datasets. A dataset of small scale, e.g.,
nuScenes [8] with only 1,000 20-second video clips, may lead
to unstable training and hence unsatisfying results.

In this work, we propose UrbanGen, a generative radi-
ance field of urban scenes aiming to fulfill the requirements
of photorealistic rendering, plausible geometry generation,
high controllability, and diversity in city style. Our key
idea is to leverage a 3D urban panoptic prior, formatted
as a semantic voxel grid for stuff and bounding boxes for
countable objects, to condition generative radiance fields for
compositional and controllable generation. As we demon-
strate in our experiments, the coarse geometry information
captured by this prior eases the task of geometry generation
through 2D supervision. Moreover, it seamlessly enables
versatile control over the stuff and objects by editing the
panoptic prior. We further collect a diverse set of panoptic
priors from various urban datasets and utilize them for joint
training. This allows for utilizing cross-dataset information
and improves the performance compared to training solely
on each individual dataset, thereby enabling synthesizing
diverse city styles and even applying the style of one city to
the layout of another.

Our model represents the scene as a compositional
neural radiance field consisting of stuff, objects, and back-
ground. We inject our panoptic prior into the generative
model in two ways: the semantic voxel grid is used to con-
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Fig. 1: UrbanGen Overview. In UrbanGen, we introduce a 3D generative model for urban scene synthesis. Specifically, we
first curate a unified urban dataset from multiple driving datasets, which includes RGB images paired with their panoptic
prior, i.e., a combination of scene semantics and 3D bounding box layouts. We then train UrbanGen, a generative neural
radiance field that is conditioned on a latent code, dataset style (such as KITTI, Waymo, or nuScenes), and the panoptic
prior. UrbanGen can synthesize high-fidelity, diverse urban scenes with multiple modalities (RGB, depth, and semantic)
through volume rendering. Finally, thanks to the design of our pipeline, UrbanGen allows for multiple controls over
synthesis results, including control over camera pose, instance editing, stuff semantic editing, global appearance editing,
and dataset style editing.

dition a stuff generator, whereas the bounding boxes place
generated objects into the scene. Specifically, we propose
a semantic voxel-conditioned stuff generator via spatially
adaptive modulation, effectively injecting the semantic and
geometry information provided by the prior. For objects, we
follow existing work [45], [67] to generate objects in canon-
ical space, leveraging the cross-instance alignment enabled
by the bounding box layout. We further model the sky and
far regions using a 3D background generator. With all three
generators, we render a composited feature map via volume
rendering and upsample it to the target image using a neural
renderer. The model is supervised by adversarial losses at
both the image and object levels. Furthermore, we propose a
semantic alignment loss to encourage the semantic meaning
of the rendered image to align with the semantic voxel
grid, thereby enabling semantic editing. A geometric loss
based on monocular depth prediction is further proposed to
improve background geometry not covered by the semantic
voxel grid. By constructing unified panoptic priors on rep-
resentative autonomous driving datasets, including KITTI-
360 [34], Waymo [57], and nuScenes [8], we train a city-
style aware model conditioned on corresponding style label
to synthesize diverse styles across different datasets. Using
our proposed training strategy of firstly training on the
unified dataset and fine-tuning on each individual dataset,
our model achieves high-fidelity synthesis. Training on the
unified dataset further enables style control across datasets,
such as generating a scene with Waymo’s layout in KITTI-
360’s style. We summarize our contributions as follows:

• We study the novel yet challenging task of urban
radiance field generation with rich control in terms
of camera pose, object, stuff, and city style.

• We leverage a coarse 3D panoptic-prior to address
this challenging task and design compositional gen-
erative radiance fields with semantic and geometric
losses to leverage the prior information effectively.
This additionally enables rendering semantic and
depth maps along with RGB images.

• We have collected a unified urban dataset contain-
ing images paired with panoptic priors across mul-
tiple domains, including KITTI-360, nuScenes, and
Waymo. This unification yields higher fidelity than
training solely on individual datasets and addition-
ally enables city style transfer.

• Through extensive qualitative and quantitative ex-
periments, we demonstrate that our method outper-
forms existing state-of-the-art generative methods in
terms of visual quality and controllability.

This journal paper extends our conference paper Ur-
banGIRAFFE [71] published at ICCV 2023 in the following
ways: i) We identify that the reconstruction loss used in
UrbanGIRAFFE harms image fidelity, even though it helps
maintain semantic alignment between rendered images and
the panoptic prior. In UrbanGen, we introduce a semantic
alignment loss to achieve a better trade-off between image
fidelity and semantic alignment, enabling semantic control
without sacrificing rendering quality. ii) We use a more
advanced background generator to learn the geometry and
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appearance jointly, whereas our conference version fixes
the background geometry as an infinitely far-away dome.
Furthermore, we introduce a monocular depth predictor-
guided geometry loss to enhance geometry prediction. This
improves the synthesis quality of fine details and far re-
gions. iii) We collect a unified urban dataset with diverse
styles. Paired with the newly proposed, city-style aware de-
sign of UrbanGen and the training strategy, we successfully
extend our method from applying the KITTI-360 dataset to
a variety of popular autonomous driving datasets, which
additionally enables city-style control.

2 RELATED WORK

3D-Aware Image Synthesis: In this work, we focus on
3D-aware image synthesis learning from 2D supervision.
While early works learn to generate 3D voxel grids [41], [23],
recent methods achieve high-fidelity 3D-aware image syn-
thesis leveraging neural radiance fields as the underlying 3D
representation [52], [10], [11], [53], [15], [68], [21], [49]. Em-
powered by 3D-aware generative models, many promising
applications have been demonstrated, including semantic
editing [56], [55], relighting [58], [31], single-view recon-
struction [9], [40] and articulated human generation [74],
[46], [4], [25]. However, all aforementioned methods focus
on object-centric scenes and assume that the objects can be
aligned to a canonical space. Thus, it is non-trivial to extend
these methods to complex, unaligned urban scenes.

Scene Level 3D Generative Model: One line of methods
purely focuses on scene-level geometry generation [30], [37],
[64], i.e., generating semantic voxel grids or signed distance
fields without appearance. In contrast, we are interested in
learning scene-level generative radiance fields capable of
rendering photorealistic images. In this direction, GSN [16]
and GAUDI [3] propose to generate unbounded indoor
scenes. However, both methods ignore the compositional-
ity of the scene, which makes it harder to achieve high
visual fidelity and does not support editing of the scene
content. More related to us, a few methods exploit the
compositionality of 3D scenes to generate scenes containing
multiple objects [33], [67], [42], [45], [69]. GIRAFFE [45]
and DiscoScene [67] focus solely on the compositional-
ity of foreground objects, thereby being unable to model
complex background geometry in urban scenes. Despite
achieving promising controllability of foreground objects,
they do not support camera control or editing of urban
scene elements. Another group of works [2], [76], [29]
opts to use bird’s-eye view (BEV) semantic images as their
condition. CC3D [2] introduces a conditional generative
model synthesizing complex 3D scenes based on 2D BEV
semantic scene layouts. BerfScene [76] presents an efficient
3D representation that integrates an equivariant radiance
field guided by a BEV map. The equivariance property
enables it to generate infinite-scale 3D scenes. However,
they overlook the compositional nature of complex scenes
during modeling, which limits their controllability, such as
translating objects and editing local styles.

Several other impressive works explore diverse aspects
of scene-level 3D generation [22], [35], [48], [13], [65], [66].

GANCraft [22] is capable of generating photorealistic im-
ages of large 3D semantic block worlds. InfiniCity [35]
learns to generate large-scale 3D urban scenes relying on 3D
CAD datasets. However, both methods are based on test-
time optimization, which necessitates a lengthy optimiza-
tion period for generating a new scene. SceneDreamer [13],
CityDreamer [65], and CityGaussian [66] can respectively
generate high-fidelity infinite natural and city landscapes
in a feed-forward manner. However, their methods are
primarily tailored to aerial or distant landscape data. Thus,
it is non-trivial to extend them for generating intrinsic 3D
scenes with fine-grained details, such as urban scenes for
autonomous driving applications.

2D Driving Video Synthesis: Due to the rapid progress of
video generation models like SVD [6] and SORA [7], there
has been a series of research exploring the use of 2D gen-
erative models for urban video synthesis. MagicDrive [19]
and MagicDrive3D [18] propose a method for generating
videos of street scenes using BEV semantic maps and con-
trol. DriveDreamer [63], [77] also uses HD maps and 3D
bounding boxes for controllable driving video generation.

Unlike MagicDrive and DriveDreamer, which focus on
specific driving datasets such as nuScenes [8], recent efforts
by GenAD [70] and Vista [20] have utilized the large-scale
1700-hour driving dataset OpenDV [70] from the internet
to create a generalizable driving world model with high
fidelity and versatile controllability. However, due to the
lack of 3D representations, video-based methods usually fall
short in 3D consistency, and cannot yet perform tasks like
fine-grained semantic and geometric editing. Our proposed
method instead gains 3D consistency by design and enables
versatile controllability.

3 METHOD

In UrbanGen, our goal is to build compositional generative
radiance fields of urban scenes with control over camera
pose and scene contents. To address this challenging task,
we decompose the urban scene into three main components,
including stuff, countable objects, and background regions,
see Fig. 2 for an overview. We assume prior distributions
are provided for both stuff and objects to disentangle the
complex urban scenes. In this section, we first introduce
the prior distributions of stuff and objects, respectively.
Next, we introduce our compositional generator and dis-
criminator for urban scene generation. Finally, we describe
the loss functions, sampling strategy, training strategy, and
implementation details.

3.1 Panoptic Prior
We assume a prior distribution of the scene layout is given
to form a compositional generative model, which we refer to
as “panoptic prior”. The panoptic prior briefly describes the
spatial distributions of countable objects and uncountable
stuff within a certain region. Let V,O ∼ pV,O denote a
stuff layout V and an object layout O sampled from the
joint distribution pV,O. We now elaborate on the layout
representation of O and V, respectively.

Countable Object: Following GIRAFFE, the layout dis-
tribution of countable objects (e.g., cars) is represented
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Fig. 2: Method Overview. We utilize panoptic prior in the form of semantic voxel grids and instance object layouts to
construct a generative urban radiance field. Our model accepts as input a global noise vector zwld for the entire scene,
K noise vectors {zkobj}Kk=1 for objects, a scene domain class c ∼ pC , and a sampled panoptic prior V,O ∼ pV,O. We
decompose the scene into background, stuff, and objects. The stuff generator is conditioned on the semantic voxel grid V
to maintain its semantic and geometric information. Objects are generated in the canonical object coordinate system guided
by O. Combined with the background generator, a feature map ÎF, depth map ÎD, and semantic map ÎL are obtained
through volume rendering. We further employ neural rendering to produce the RGB image Î and object patches P̂k. The
entire model is optimized jointly with adversarial losses LI

adv and LP
adv applied to the full image and object patches,

respectively, as well as a geometry loss Lgeo for improved underlying geometry, and a semantic loss Lseg for alignment
between the rendered appearance and semantic.

in the form of a set of 3D bounding boxes. A sample
O = {o1,o2, ..oK} depicts a joint distribution of K objects
in one scene, where K may vary for different scenes. Here,
each object o is represented by a 3D bounding box param-
eterized by its rotation R ∈ SO(3), translation t ∈ R3, and
size s ∈ R3:

ok = {Rk, tk, sk}

In this work, we leverage bounding boxes released by
publicly available datasets [34], [8], [1] to form the dis-
tribution pO . This distribution can also be obtained from
real-world images, e.g., by applying a 3D object detection
method.

Uncountable Stuff: Unlike countable objects, there are
many indispensable entities that are either uncountable
(e.g., road and terrain) or sometimes too cluttered to be
separated (e.g., trees). To address this problem, we repre-
sent uncountable stuff in the form of semantic voxel grids
V ∈ RHv×Wv×Dv×L, where each voxel stores a one-hot
semantic label of length L.

3.2 Compositional Urban Scene Generator

Our generator represents the urban scene as a compositional
neural radiance field, decomposing the scene into objects,
nearby stuff, and far background regions. While similar
ideas have been explored in previous works [45], [67],

a distinctive aspect of our approach is the modeling of
nearby stuff regions through a stuff generator conditioned
on a semantic voxel grid, complemented by a background
generator for modeling sky and distant areas. Both stuff and
background generators are linked by a shared global latent
code zwld ∈ N (0, I) to maintain style coherence throughout
the scene. The individual objects are assigned with unique
latent codes zobj = {zkobj ∈ N (0, I)}Kk=1 to ensure a rich
diversity in their shapes and appearances. In addition, we
also sample a domain label c corresponding to the dataset
domain, such as KITTI-360, Waymo, or nuScenes, and use
it as a condition for the generator to assist the model in
learning diverse style generation and interpolation using a
joint model. We now delve into the details of each part of
the generator.

Domain-Aware Mapping Networks: In UrbanGen, we
follow [27] to use mapping networks for controlling the
generators via latent codes. In addition to taking the random
latent codes zwld or zobj as input, the mapping networks
additionally take the domain label c as input. This allows
for disentangling appearance and dataset domain, thereby
guiding the generators to generate high-fidelity images of
the given domain more faithfully.

Specifically, the scene mapping network mwld
θ takes as

input the global latent code zwld and the domain class label
c, and maps them to wwld which are later used to modulate
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Original scene style to KITTI to nuScenes

Fig. 3: Scene Domain Editing. Thanks to training on a
unified urban dataset and a domain-aware design of the
pipeline, UrbanGen can perform scene domain editing.
Specifically, UrbanGen can faithfully render any panoptic
prior sampled from one domain into another domain e.g.
Waymo to KITTI.

the stuff and the background generators:

mwld
θ : (c, zkwld) 7→ wwld (1)

Similarly, the object mapping network mobj
θ maps the object

latent code zkobj , object scale sk, and the class label c to wobj .

mobj
θ : (c, zkobj , s

k
obj) 7→ wk

obj (2)

Stuff Generator: Our stuff generator generates feature
fields for the uncountable stuff condition on the semantic
voxel grid V. Inspired by 2D semantic image synthesis [47],
[50], we use the semantic voxel grid to modulate the stuff
generation. More specifically, our stuff generator consists of
a feature grid generator Gvol

θ and a MLP head Gstf
θ . The feature

grid generator first maps the latent vector wwld to a feature
grid Ψ ∈ RHv×Wv×Dv×Mv conditioned on the semantic
voxel grid V ∈ RHv×Wv×Dv×L:

Gvol
θ : (wwld,V) 7→ Ψ (3)

In practice, Gvol
θ is a 3D convolutional neural network. The

semantic condition V and the interminate latent codes wwld

are both injected at multiple resolutions using spatially-
adaptive normalization, see Fig. 4 as an illustration.

Given a 3D point xwld within the bounding box BV

associated with the semantic voxel grid V, we trilinearly
interpolate a feature vector Ψ(xwld) ∈ RMv . Next, we map
xwld and Ψ(xwld) to the final stuff feature fstf ∈ RMf and
density σstf using the MLP head:

Gstf
θ : (Ψ(xwld), γ(xwld)) 7→ (fstf , σstf ) xwld ∈ BV (4)

where γ(·) denotes positional encoding. We do not take
viewing direction as the input of object and stuff generator,
as the neural renderer can learn view dependency effects.

In addition, we can query the semantic label l ∈ RL

of each 3D point xwld through nearest interpolating the
semantic voxel grid V. This allows for obtaining semantic
maps via volumetric rendering.

Background Generator: Given the unbounded nature of
urban scenes, the stuff generator falls short in modeling

distant regions like the sky and skyscrapers, which lie
outside of the stuff bounding box BV. To tackle this, we
introduce a background generator to model far regions and
sky. Formally, the background generator maps a background
point xwld sampled outside of the stuff bounding box BV

to a feature vector fbg ∈ RMf , and a density σbg :

Gbg
θ : (wwld,xwld) 7→ (fbg, σbg) xwld /∈ BV (5)

Inspired by NeRF++ [75], we utilize inverted sphere
parametrization for reparameterizing 3D points in the back-
ground regions. It is noteworthy that, in contrast to our
conference version [71] which depicts the background as
an infinitely distant dome, here we learn the geometry of
the background to enhance the photo-realism when moving
the camera around. Learning the correct geometry for the
background is highly challenging, as there is no geometric
guidance as in the stuff generator. Hence, we further pro-
pose to incorporate a monocular depth supervision method
to enhance the geometry quality of the background regions,
as discussed in Section 3.4.

Object Generator: For objects, we follow existing compo-
sitional methods to generate each object k in a normalized
object coordinate space [33], [45], [67]:

Gobj
θ : (γ(xk

obj), γ(sk),w
k
obj) 7→ (fkobj , σ

k
obj) (6)

where Gobj
θ denotes the object generator that maps a 3D

point xk
obj , object’s size sk, and a object latent vector wk

obj

to a feature vector fkobj ∈ RMf and density σk
obj . Both xk

obj

and sk are encoded by positional encoding γ(·). Here, xk
obj

denotes a 3D point in the kth normalized object coordinate,
which is transformed to the world coordinate given the
object transformation {R, t, s}:

xwld = R(s⊙ xk
obj) + t (7)

Generating objects in this canonical space enables infor-
mation sharing across different objects, thus allowing for
learning a complete shape from many single-view object
images. With the learned complete shape, we can control
the rotation, translation, and appearance of each individual
object.

Note that the scale sk is also taken as input to the
object generator, as the shape and appearance of vehicles
are closely related to their size, e.g., a sedan and a van have
notable differences. By adopting this scale-aware approach,
the generator is able to capture the scale-based shape and
appearance bias, allowing the generated content to more
closely align with the real-world data distribution.

Compositional Volume Rendering: We accumulate feature
vectors of objects, stuff, and background on each ray via
compositional volume rendering. We first sample points
from the object, stuff, and background regions indepen-
dently (the sampling strategy will be elaborated in Sec-
tion 3.5). Next, we sort all points wrt. their distances to
the camera center and accumulate their feature vectors via
volume rendering.

Formally, let {xi}Mi=1 denote M sorted points on a
ray, compositing of xk

obj sampled for the object generators
(transformed to the world coordinate system via Eq. 7),
xwld ∈ BV for the stuff generator, and xwld /∈ BV
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Fig. 4: Feature Grid Generator Gvol
θ as a part of the stuff

generator. We adopt spatially adaptive normalization to
inject the semantic condition V and the latent vector wwld

at multiple resolutions.

for the background generator. For each xi, we obtain the
corresponding feature vector fi, depth di, semantic vector
li (points from object and background filed are assigned
with semantic ‘sky’ and ‘object’), and density σi at xi. The
volume rendering is

πvol : {σi, fi, di, li}Mi=1 7→ {F, D,L} (8)

Specifically, the 2D feature F, depth value D and semantic
label L of a ray are obtained via numerical integration as

F =
N∑
i=1

Tiαifi D =
N∑
i=1

Tiαidi L =
N∑
i=1

Tiαili (9)

αi = 1− e(−σiδi) Ti =
i−1∏
j=1

(1− αj) (10)

where Ti and αi denote transmittance and alpha value of
a sample point xi. By compositing all rays, we obtain the
rendered feature map ÎF ∈ RHf×Wf×Mf , depth map ÎD ∈
RHf×Wf , and semantic map ÎL ∈ RHf×Wf×L.

2D Neural Rendering: Following [45], we adopt a neural
renderer to transform the rendered feature map to an output
RGB image at the target resolution. This allows us to scale to
a higher resolution without extensive computation burden.
More specifically, our 2D neural renderer πneural

θ maps the
feature image ÎF ∈ RHf×Wf×Mf and the latent vector wwld

to the RGB image Î ∈ RH×W×3 at the target resolution.
Here, wwld is adopted to enable content-aware upsampling.

πneural
θ : (ÎF,wwld) 7→ Î (11)

Note that we directly perform nearest neighbor interpola-
tion to upsample the depth and semantic maps to the final
resolution, yielding ÎD ∈ RH×W and ÎL ∈ RH×W×L. Here,
we reuse the notations of the low-resolution outputs for
brevity.

3.3 Compositional Scene Discriminator

UrbanGen, as a conditional generative model, aims not
only to produce photorealistic outputs but also to ensure
these outputs are aligned with conditioned panoptic priors.
This entails aligning rendered appearances with semantic
voxel grids and disentangling objects and stuff. While our
model is conditioned on the panoptic prior, the semantic
information may not be preserved during the adversarial

training, as the adversarial loss only distinguishes whether
an image is real or not. Therefore, we propose a semantic-
aware scene discriminator and integrate an object discrim-
inator to enforce the alignment between the panoptic prior
and the synthesized image. Below, we describe these two
discriminators in more detail.

Semantic-Aware Scene Discriminator: We propose a
semantic-aware scene discriminator and apply it to the full
image. To ensure that the generator’s outputs are semanti-
cally aligned with the input panoptic priors, a discrimina-
tor capable of capturing semantic information is essential.
Therefore, in addition to predicting whether the input RGB
image is real or fake, our scene discriminator further pre-
dicts the semantic labels from the input. Specifically, we add
a separate branch DL

ϕ to the scene discriminator for semantic
segmentation. Incorporating the semantic prediction allows
us to encourage the rendered RGB image to be consistent
with the provided panoptic prior, see Section 3.4 for details.

Object Discriminator: Vehicles play a very important role
in urban scenes. Generating photorealistic foreground ob-
jects, i.e., vehicles, decomposed from the stuff and back-
ground is crucial, enabling various downstream tasks like
creating diverse traffic scenarios. However, objects often
occupy only a small portion of the image, where the scene
discriminator applied to the full image provides insufficient
supervision for individual objects. Observing this, we in-
troduce an additional object discriminator that takes object
patches as input, providing supervision focused at the object
level. Specifically, we additionally generate a set of object
patches {P̂} for training, as illustrated in Fig. 2.

3.4 Loss Functions

We train the entire model end-to-end using adversarial
training. In addition, we propose to utilize a semantic loss to
generate 3D scenes semantically aligned with the panoptic
prior and a geometry loss to improve the geometry.

Adversarial Loss: We provide adversarial losses to the full
image and the objects, separately. Let Gθ denote the full
conditional generator that maps the noise vectors and the
panoptic-prior to RGB, depth, and semantic label:

Gθ : (zwld, zobj ,V,O) 7→ (Î, {P̂}, ÎD, ÎL) (12)

Our scene discriminator DI
ϕ provides adversarial loss to

the full image. Specifically, we apply the non-saturated
adversarial loss with R1-regularization [38]:

LI
adv =EI∼pD

[
f(−DI

ϕ(I)) − λ∥∇DI
ϕ(I)∥

2
]
+

Ezwld,zobj∼N ,V,O∼pV,O

[
f(DI

ϕ(Î;Gθ))
]

(13)

where (Î;Gθ) indicates that Î is parameterized by Gθ .
In addition, we adopt object-level discriminative training

by feeding the object patches P̂ to another object discrimi-
nator DP

ϕ , leading to the object-level adversarial loss LP
adv :

LP
adv =EP∼pD

[
f(−DP

ϕ (P)) − λ∥∇DP
ϕ (P)∥2

]
+

Ezwld,zobj∼N ,V,O∼pV,O

[
f(DP

ϕ (P̂;Gθ))
]

(14)



7

Semantic Alignment Loss: The segmentation branch is
trained on real image-semantic pairs and further used to
guide the generator to synthesize 3D scenes aligned with
the semantic voxel grid. Let DL

ϕ denote the semantic seg-
mentation branch of DI

ϕ that produces a L-channel semantic
map, indicating the semantic probability for each pixel. The
semantic loss is formulated as

Lseg =EI∼pD

[
H(DL

ϕ (I), IL)
]
+

Ezwld,zobj∼N ,V,O∼pV,O

[
H(DL

ϕ (Î;Gθ), ÎL)
]

(15)

where H(., .) denotes pixel-wise cross-entropy loss and
(I, IL) stands for a ground-truth image-semantic pair. The
semantic label IL of a real image can be either obtained
from the dataset or using pre-trained semantic segmentation
models, whereas the semantic label ÎL of the synthesized
image is obtained via volume rendering. Here, the first
part of Lseg guides the discriminator DL

ϕ to learn semantic
segmentation given an input image, whereas the second
part guides the generator to produce a rendered image Î
to be semantically aligned with the label ÎL obtained from
volumetric rendering. This encourages the generated scene
to maintain the panoptic prior as the semantic label ÎL
is directly obtained through querying the semantic voxel
grid. Our semantic alignment loss draws inspiration from
2D semantic image synthesis methods, such as OASIS [51].
Unlike these 2D methods, which focus on converting a 2D
semantic map into an RGB image where the semantic label
ÎL is known and precise, we employ a rendered semantic
label ÎL derived from a coarse 3D panoptic prior.

Geometry Loss: Although the semantic voxel grid V pro-
vides a coarse geometric prior for the scene, relying solely
on an adversarial loss on RGB images is still insufficient
for learning the finer-grained underlying geometry. More-
over, the background regions have no geometric guidance
to produce the correct geometry. Therefore, we propose
to leverage pixel-wise depth supervision to encourage our
generator to learn more realistic geometry.

Specifically, we utilize an off-the-shelf depth estimation
model [72] to obtain pseudo-ground truth depth maps ÎrD
for the rendered RGB images Î. We then apply a mean
squared error to supervise the depth maps ÎD generated
by volume rendering. The geometry loss for the generator
can be formulated as follows:

Lgeo = Ezwld,zobj∼N ,V,O∼pV,O

[
∥(ÎD;Gθ)− IrD∥22

]
Full Objectives: In summary, the generator Gθ and the
discriminators DI

ϕ and DP
ϕ are jointly optimized with

L = LI
adv + λPLP

adv + λsegLseg + λgeoLgeo (16)

where λP, λseg and λgeo are loss weights to balance different
terms.

3.5 Sampling Strategy
We use the panoptic prior to guide the sampling of vol-
ume rendering, effectively reducing the required number of
sampling points and improving rendering efficiency. Addi-
tionally, we design a camera pose sampling strategy during
training to further improve training efficiency.

Ray-Voxel Intersection Sampling for Stuff: Inspired by
existing methods [22], [36], we use the ray-voxel intersection
sampling strategy to determine sampling locations for the
stuff generator. For each ray, we find the first 4 non-empty
voxels that the ray hits and then sample Mvol points within
each of these voxels. This effectively reduces the number
of required sampling points by avoiding sampling in the
empty space and occluded regions.

Ray-Box Intersection for Object: For objects, we also lever-
age the 3D bounding boxes to reduce the number of samples
in the empty space. Given a ray, we first calculate the ray-
box intersections for each bounding box parameterized by
(R, t, s). Next, we sample Mobj points within each bound-
ing box by uniform sampling between the intersections. We
use the stratified sampling strategy following [39], i.e., a
random shift is added to the sampled points.

Camera Pose Sampling: During training, we sample from
a set of plausible camera poses for each panoptic layout.
This ensures that the synthesized radiance field can render
photorealistic images across multiple viewpoints. The plau-
sible camera poses are extracted from each dataset using the
driving trajectory corresponding to each panoptic layout.
However, the unfiltered camera poses can present several
challenges, such as exiting the scene box, turning around, or
reversing direction. To address these issues, we implement a
camera sampling strategy following CC3D [2]. Specifically,
we initially filter out camera poses that fall outside the
region of the semantic voxel grid. Subsequently, we impose
constraints on the camera’s facing direction, ensuring it
deviates by no more than 45 degrees from the forward
direction of the semantic voxel grid. This sampling strategy
ensures that the areas of interest are within the modeling
scope of the stuff generator, facilitating effective training
of the model. We sample 15 poses satisfying the above
conditions for each panoptic layout.

3.6 Training Strategy

Existing generative radiance fields typically train one spe-
cific model for each dataset. This approach face challenges
when one dataset is of small scale and prevents from lever-
aging the information across diverse datasets. As detailed
in Section 4.1, we collect a unified dataset with images
and panoptic priors in the same format across multiple
datasets, including KITTI-360, Waymo, and nuScenes. This
provides an alternative training method, where a unified
model can be trained on all datasets jointly. While this
unified model achieves reasonable performance and enables
city-style transfer, its fidelity on a single dataset may be
further enhanced considering the large city style difference
across multiple datasets. Therefore, we propose an effective
training strategy. Specifically, we first train on the unified
dataset of multiple datasets until convergence. This unified
model is used for city-style transfer experiments. We then
fine-tune this unified model for each dataset to achieve
higher image fidelity. We validate the effectiveness of this
training strategy in our ablation study.
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Fig. 5: Object Editing. We perform versatile control of scene objects across multiple datasets, including rearrangement,
removal, insertion, rotation, translation, and restyling of these objects. With the help of panoptic prior, UrbanGen accurately
separates the background from the objects, ensuring that the appearance of other parts of the scene remains consistent
during the object editing process.

3.7 Implementation Details

Generator: We use 3D CNNs with 5 spatially-adaptive
normalization blocks for the stuff generator Gvol

θ . We set
Hv = Wv = 64 and Dv = 16 for all experiments, i.e., the
semantic voxel grids are at the resolution of 64 × 64 × 16.
We use Mv = 32 channels for the feature grid Ψ to avoid
large memory consumption. Regarding mapping networks,
both the object mapping module mθ

obj and world mapping
module mθ

wld use the same architecture and parameters as
the conditional mapping network from EG3D [10]. For ob-
ject generator Gobj

θ , background generator Gbg
θ and the MLP

head of stuff generator Gstf
θ , we use 8, 4, and 4 modulated

fully-connected layers with 128 channels, respectively.

Discriminator: Both discriminators DI
ϕ and DP

ϕ share the
similar EG3D’s dual-discriminator for better multi-view
consistency. The full image discriminator DI

ϕ takes as input
images at the resolution of 256 × 256 pixels. We randomly
crop or resize real images and fake images to 256×256, each
with a probability of 50%. The input resolution of the patch
discriminator DP

ϕ is 128× 128.

Training: During training, we sample camera poses along

plausible driving trajectories given a semantic voxel grid. In
terms of the resolution of the rendered feature map ÎF, we
set Hf = 64, and Wf is determined by the aspect ratio of
different datasets (Wf = 96 on nuScenes and Waymo, and
Wf = 192 on KITTI-360) with Mf = 32. The neural renderer
then upsamples the feature map to Î with a resolution of
256 × 384 on nuScenes and Waymo, and 256 × 768 on
KITTI-360. Regarding ray marching, we sample Mobj = 12
points within each object’s bounding box and Mvol = 6
within each voxel. All our models are trained on 8 * A800
GPUs with a batch size of 64. Unless specified, other training
and inference hyperparameters are the same as EG3D [10].
Our model is first trained on the Unified Urban Dataset for
128K iterations. To achieve better visual fidelity for specific
domains, we further fine-tune the model for each city style
with an additional 12.8K iterations on Waymo and 6.4K
iterations on nuScenes and KITTI-360.

4 EXPERIMENTS

In this section, we first compare our method to several
2D and 3D baselines on generation fidelity and geometric
quality across multiple real-world urban datasets. Subse-
quently, we design several controllable urban scene editing
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Building to Tree Tree to Building

Building Lower Road to Grass
Fig. 6: Stuff Semantic Editing on KITTI-360 can be efficiently achieved by editing semantic voxel grids. In each group, the
first row presents the unedited semantic voxel grid sampled from the dataset along with the synthesized image rendered
by UrbenGen. The second row presents an edited semantic voxel grid and its corresponding image.

experiments to evaluate the preferences of our synthesis
model with regard to controllability and fidelity. We further
conduct ablation studies to better understand the influence
of different architectural components.

4.1 Datasets

We conduct experiments on three autonomous driving
datasets: KITTI-360, nuScenes, and Waymo. To enable di-
verse style generation with a single model, we further con-
struct a unified dataset combining all these three datasets.

KITTI-360 [34]: KITTI-360 captures sub-urban regions in
Germany, encompassing diverse sensor modalities as well
as panoramic viewpoints. We utilize all publicly available
sequences from KITTI-360 for training. Specifically, we use
all frames captured by the left perspective camera, resulting
in a total of approximately 60K training images. We lever-
age 3D object annotations provided within the dataset and
semantic voxel grids from the SSCBench [32] dataset to form
panoptic priors. We use the 2D semantic labels provided by
this dataset to supervise the semantic alignment loss.

Waymo [1]: The Waymo Open Dataset is collected from
various locations across the United States, consisting of
1,000 short sequences for training and validation with each
sequence spanning 20 seconds. For UrbanGen, we utilize all
front-view images from the training scenes. We manually
filtered out scenes captured during nighttime and rainy
conditions, resulting in a curated subset of approximately
120K frames, each labeled with instance bounding boxes.
Additionally, we acquired the corresponding semantic voxel
grids from the Occ3D [61] dataset. The 2D semantic la-
bels are predicted by a pre-trained semantic segmentation
model [59].

nuScenes [8]: The nuScenes dataset comprises 850 training
and validation sequences, each lasting 20 seconds. Given
that nuScenes offers annotations for keyframes at a 2Hz fre-
quency, UrbanGen utilizes only the front camera images of
these keyframes for training purposes, and excludes scenes
captured during rainy and night conditions, culminating in
a total of approximately 28K frames. Same as Waymo, the
semantic voxel grids are obtained from Occ3D [61] and the
2D semantic labels are predicted by [59].

Unified Urban Dataset: To enable the urban generation
of diverse styles, we develop a Unified Urban Dataset by
combining all three datasets mentioned above for train-
ing. Specifically, we establish a label mapping mechanism
to unify the semantic labels of KITTI-360, Waymo, and
nuScenes. Based on the label mapping proposed in SSC
Bench [32], we map the labels from Waymo, nuScenes, and
KITTI-360 to the Cityscapes [14] semantic map. Addition-
ally, we introduce extra semantic labels, such as “traffic
cone” and “general object”, to accommodate the unique
semantics present in each of these datasets. Moreover, we
crop and downsample the semantic voxel grids of these
datasets to obtain a semantic voxel grid with the same
resolution of 64×64×16, covering 51.2×51.2 square meters
in the bird eye view, and 6.4 meters in height. This results
in a unified dataset consisting of 200,000 frames.

4.2 Metrics
Our evaluation metrics measure the visual quality of gener-
ated content, 3D consistency, and the quality of the under-
lying geometry.

FID and KID: We use the standard Fréchet Inception
Distance (FID)[24] and Kernel Inception Distance (KID)[5]
scores to measure image quality. During the evaluation, we
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EG3D [10] DiscoScene [67] CC3D [2] UrbanGen (Ours)
KITTI-360

EG3D [10] DiscoScene [67] CC3D [2] UrbanGen (Ours)
Waymo

Fig. 7: Qualitative Comparison on KITTI-360 and Waymo. The first two rows present RGB images paired with depth,
rendered by each method from the default camera pose located at the origin of the scene. In the following rows, the camera
moves forward, accumulating a total moving distance of 10 meters.

sample 50k fake examples and all real samples from the
dataset to calculate the FID and KID scores.

Depth Error: Following existing 3D-aware GANs [10],
[13], we measure geometry quality via a Depth Error (DE)
metric. We adopt a pre-trained monocular depth estimation
model [73] to generate a pseudo ground truth depth map for
every rendered image. We calculate the L2 distance between
the pseudo-GT depth maps and the rendered depth maps,
both normalized to zero mean and unit variance to mitigate
scale discrepancies.

Camera Error: The Camera Error (CE) metric assesses
multi-view rendering consistency by quantifying the devi-
ations between inferred and SfM-estimated camera trajec-
tories. In practice, we use the recently released powerful
DUST3R [62] as the pose estimator to estimate the camera
poses of rendered sequences. Before calculating the Camera
Error, we normalize all camera poses. Specifically, we first
convert all camera poses to be relative to the first one, so

that the first camera pose becomes an identity matrix. Then,
we re-scale the translation to ensure that the distance from
the first to the farthest camera is set to 1.

4.3 Comparison to the State of the Art

We compare our method against three state-of-the-art mod-
els. EG3D [10] introduces a tri-plane representation that
significantly enhances the efficiency and rendering quality
of 3D GAN. DiscoScene [67] is a generative radiance field
that uses 3D bounding boxes as scene layout priors to spa-
tially disentangle the scene into objects and a background.
CC3D [2] is closely related to our work, which is a condi-
tional generative model capable of synthesizing complex 3D
scenes based on 2D semantic scene layouts. To evaluate the
image synthesis fidelity, we also compare our method with
StyleGAN2 [28], a renowned 2D image generation method.
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Method KITTI-360 Waymo NuScenes Unified

FID ↓ KID ↓ DE ↓ CE ↓ FID ↓ KID ↓ FID ↓ KID ↓ FID ↓ KID ↓

StyleGAN2 [28] 7.2 5.1 – – 6.1 7.2 7.6 9.7 12.1 11.2

EG3D [10] 11.9 22.4 0.612 0.343 32.7 41.7 46.3 53.5 52.6 58.5
DiscoScene [67] 34.7 20.9 0.892 0.647 25.6 19.1 31.2 28.9 61.2 55.4
CC3D [2] 59.6 62.4 0.334 0.095 71.1 69.0 77.2 88.9 82.0 94.5
UrbanGIRAFFE [71] 43.3 40.0 0.291 0.055 – — — — — —

Ours 6.9 4.3 0.194 0.042 8.2 7.7 21.4 14.7 11.2 9.5

TABLE 1: Quantitative Comparison. We conduct experiments on KITTI-360, Waymo, nuScenes and Unified urban dataset.
FID, KID (×103) are reported as the evaluation metrics of image fidelity. CE, DE are reported as the evaluation metrics of
geometry quality. Note that we highlight the best results among all methods.

Rendering Fidelity and Geometric Quality: We first con-
duct comparisons on KITTI-360, Waymo, nuScenes, and
the Unified Urban Dataset that combines all three datasets.
Table 1 and Fig. 7 show that our method greatly outperforms
existing state-of-the-art 3D methods regarding FID and KID
and is comparable to the 2D baseline. Specifically, EG3D [10]
can learn reasonable results from 2D image collections.
However, due to the lack of geometry prior, it struggles to
learn the underlying geometry of urban scenes, resulting in
low FID and high Depth Errors. DiscoScene [67] shows high-
quality foreground objects by incorporating object layout
prior and learning objects in their canonical space. However,
due to its overly simplified modeling method of urban scene
structure, it results in poor geometry, which is reflected by
the depth error as shown in Fig. 7. CC3D [2], thanks to the
scene semantic prior provided through the BEV semantic
map, results in lower depth errors but the FID and KID are
unsatisfying due to lack of details. Finally, our conference
version, UrbanGIRAFFE, outperforms the other baselines in
terms of depth error, demonstrating that the panoptic prior
plays an important role in easing the task of learning accu-
rate geometry. By replacing the reconstruction loss with a se-
mantic alignment module, UrbanGen significantly enhances
image fidelity compared to UrbanGIRAFFE. Additionally,
the incorporation of geometry loss further reduces the depth
error in UrbanGen. These design improvements make our
method comparable to the 2D baseline, StyleGAN2, and
even allow it to outperform StyleGAN2 on some datasets.
However, a larger performance gap is observed on the
nuScenes dataset due to its limited sample size and diver-
sity, which also poses challenges for other 3D generation
methods.

It is worth noting that in the unified dataset setting,
all 3D baseline methods fail to generalize across multiple
datasets, causing both FID and KID to rise significantly. In
contrast, due to our method’s domain-aware design and
the unified panoptic prior, we can easily learn urban scene
representations that span multiple domains, outperforming
all methods including 2D baselines in this most challenging
setting.

Reconstruction Quality: To better compare the multiview
consistency between different methods, we reconstruct the
point cloud and camera trajectory from the forward-moving
image sequences using Dust3R [62]. The reconstruction
results are shown in Fig. 8, where we additionally visual-
ize the corresponding conditions of conditional generative
methods. Similar to the conclusions above, EG3D’s image

sequences exhibit severe artifacts in the reconstruction. Dis-
coScene’s results barely recover the camera trajectory and
a reasonable scene. In contrast, CC3D can mostly recover
the camera trajectory and 3D scene but still lacks detail.
In comparison, Dust3R can successfully recover the camera
trajectory and detailed scene, such as vehicles and lane
markings, from the image sequences rendered by Urban-
Gen, validating the multiview consistency. Additionally, Ur-
banGen’s reconstructed point cloud maintains a high degree
of semantic alignment with the conditioned panoptic prior.

4.4 Controllable Urban Scene Generation

We now demonstrate the diverse controllability of our
model in terms of multi-modality rendering, stuff editing,
object editing, camera viewpoint control, and scene-style
editing.

Multi-modality Image Synthesis: Thanks to the semantic
and geometric cues provided by the panoptic prior, Urban-
Gen is not just capable of generating photorealistic urban
scenes but also has a holistic understanding of each scene.
This allows for rendering paired depth and semantic images
alongside an RGB image, see Fig. 9. While the depth and
semantic maps are coarse, they are obtained via volume
rendering and, hence are multi-view consistent by design.

Object Editing: Fig. 5 illustrates the object editing capabil-
ity of UrbanGen. As in GIRAFFE [44] and DiscoScene [68],
we can add/delete objects, and control their appearance,
rotation, and translation. Results show that editing the ob-
jects does not change other parts of the scene, indicating
that the panoptic prior allows for disentangling foreground
objects from the rest. It is noteworthy that we have achieved
promising results across multiple challenging autonomous
driving datasets.

Stuff Editing: Next, we perform experiments in stuff edit-
ing. Our semantic-conditioned stuff generator enables fine-
grained stuff editing by modifying the conditioning seman-
tic voxel. Such stuff editing can be achieved by performing
feed-forward inference conditioned on the modified seman-
tic voxel grid without additional optimization. As shown
in Fig. 6. We can manipulate stuff semantics like changing
“Tree” to “Building” and vice versa, and changing “Road”
to “Grass”. It is also possible to edit the occupancy of the
voxel grids like lowering the building.

It is worth mentioning that, as shown in the ”Building
to Tree” example, the shadow of the road also changes
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EG3D [10] DiscoScene [67] CC3D [2] UrbanGen (Ours)
Fig. 8: 3D Reconstruction of Synthesis Results. We first synthesize image sequences for each method by shifting the
camera forward 10 meters and then use Dust3R [62] to perform 3D reconstruction. The conditions for each method are
provided on the left side of the figure except for EG3D which is unconditional. DiscoScene conditions on object layout,
CC3D conditions on bird’s-eye-view semantic layout, and UrbanGen conditions on panoptic prior.

KITTI-360

NuScenes Waymo
Fig. 9: Multi-modality Urban Image Synthesis. UrbanGen allows for simultaneously synthesizing paired RGB, semantic,
and depth images of each scene across multiple datasets (KITTI-360, Waymo and n uScenes).

correspondingly after the editing. This suggests that our
method not only enables photorealistic and semantically
aligned urban scene generation but also learns the implicit
relationship between the shadow condition and the seman-
tic layout. Additionally, an interesting failure case occurs
when changing “Road” to “Grass”, where the close regions
remain as road. This may result from the lack of training
data representing direct driving on grass.

Camera Control: As shown in Fig. 10, our method also
allows for large viewpoint control, including large rotation
in azimuth and polar angles as well as in-plane rotation.
We can also change the camera’s focal length, successfully
capturing a photorealistic wide-angle image. The camera
controls, which maintain good multi-view consistency, en-
hance the method’s capability to support downstream ap-
plications, such as autonomous driving scene simulation.

Style Editing: We now test the ability of scene style editing
on our method, which is controlled by latent code zwld. As
depicted in Fig. 11, we demonstrate an interpolation be-
tween two latent codes to create a smooth transition within
the latent space. As seen in the second row of the figure,
with the linear alteration of the latent code, a countryside
path transitions from a normal sunny day to a bright, sunlit
environment, underscoring that the latent code captures
style and lighting effects. It is important to note that the
semantic layout remains consistent despite the significant

Azimuth angle Polar angle

In-plane rotation Changing FoV

Fig. 10: Camera Control on KITTI-360 dataset. We perform
versatile camera control, including large viewpoint trans-
lations, rotations in azimuth and polar angles, as well as
in-plane rotations and changes in the camera’s field of view.

transformation in the scene’s appearance. This is aligned
with the conditioned panoptic prior, showcasing the model
can preserve the semantics and geometry prior.

Style Transfer: Fig. 3 evaluate our model’s ability to per-
form scene domain editing, i.e., transferring the style from
one dataset domain to another. As mentioned in Fig. 2, dif-
ferent dataset domains correspond to different input labels.
By altering the label during inference, we can switch the
generated scene’s style to any domain, such as transforming
a Waymo layout to KITTI-360 or nuScenes style. These
domain editing results indicate that UrbanGen learns to
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Fig. 11: Scene Style Editing. Each row demonstrates global scene style editing by interpolating the latent code zwld,
whereas the zobj for foreground cars remains unchanged. This process facilitates a smooth transition within the latent
space, e.g., the shadow changes smoothly on the ground in all three rows, emphasizing the latent code’s capability to
capture and manipulate stylistic and lighting aspects.

FIDI ↓ FIDP ↓ DE ↓ CE ↓

w/o LP
adv 12.7 78.2 0.263 0.089

w/o Gobj
θ 13.1 83.5 0.289 0.101

w Lrecon 31.1 42.4 0.227 0.067

w/o Lseg 6.6 28.8 0.199 0.052
w/o Ldepth 7.3 29.2 0.301 0.069

Full 6.9 24.8 0.194 0.042

TABLE 2: Ablation Study conducted on KITTI-360 with
different method variations, including omitting the object
discriminator (w/o LP

adv), excluding the object generator (
w/o Gobj

θ ), adding reconstruction loss (w Lrecon), removing
depth loss ( w/o Lgeo), and disabling semantic alignment
loss ( w/o Lseg).

disentangle the style of the dataset domain from the panop-
tic prior, hence being able to generate out-of-distribution
scenes, e.g., US layouts with German-style.

4.5 Ablation Study
To verify our design choices, we conduct ablation studies
on the KITTI-360 dataset, and evaluate both image-level
and patch-level FID/KID scores in Table 2 where we show
how our design choices affect the generative performance of
UrbanGen. Specifically, we analyze the following factors: i)
the object discriminator; ii) the object generator; iii) the stuff
reconstruction loss used in our conference version [71]; iv)
the semantic alignment loss; and v) the geometry loss. The
ablation study in Table 2 removes one component at a time
and evaluates corresponding scene level and patch level FID
scores respectively.

Object Discriminator: Firstly, we exclude the adversarial
loss LP

adv applied to object patches and train the object
generator solely through the image adversarial loss LI

adv . As
shown in Table 2 (w/o LP

adv), removing LP
adv significantly

increases the patch FIDP and KIDP. It is worth noting that
FIDI is less affected, indicating that in scenes where the
proportion of object pixels is not large, the global adversarial
training cannot provide enough supervision to optimize
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Fig. 12: Ablation Study on Object Discriminator, Object
Generator, and Reconstruction Loss. The first row illus-
trates panoptic priors utilized as the model’s condition. Sub-
sequent rows present synthesized images generated from
the same panoptic prior but with various method modi-
fications. These include: omitting the object discriminator
(w/o LP

adv), treating all objects as stuff (w/o Gobj
θ ), and in-

corporating the reconstruction loss (w/ Lrecon), as initially
applied in UrbanGIRAFFE [71].

objects which we care about, and hence introducing LP
adv

is important to improve visual quality.
This can also be seen from the qualitative results

in Fig. 12. As shown in the second row of the image, when
removing the object discriminator, the cars are of lower
quality and sometimes even “disappear” in the rendered
images. Due to the absence of object-level supervision, the
object generator does not receive clear punishment when
predicting zero density throughout the bounding box. This
further demonstrates the importance of the object discrimi-
nator in learning disentangled scene representations.
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Panoptic Prior w/o Lgeo w/o Lseg Full

Fig. 13: Ablation on Semantic and Geometry loss. The leftmost column presents the panoptic prior as the condition, while
the three columns to the right display the rendered RGB, semantic, and depth images from the model without geometry
loss (w/o Lgeo), without the semantic-aware discriminator (w/o Lseg), and the full model, respectively. It is apparent
that without training with the semantic loss, there is a misalignment between the rendered image and the corresponding
semantic, such as vegetation being rendered with the appearance of a building. In contrast, the geometry loss assists the
model in learning more fine-grained geometry of various elements.

Object Generator: Next, we remove the object genera-
tor Gobj

θ and use the stuff generator to represent the full
scene except for the background area (w/o Gobj

θ ), similar
to the CC3D [2] approach. This can also be considered as
a generative version of GANCraft [22]. In this scenario,
there is no longer a Gobj

θ , i.e., the instance-level generator
of UrbanGen. This means the model can no longer access
a shared canonical representation for objects. Meanwhile,
the instance bounding boxes are discretized and added to
the semantic voxel grid such that objects are also generated
by the stuff generator. This implies that the panoptic prior
degrades into a semantic prior. As shown in Table 2 and the
third-row of Fig. 12, the quality of objects drops significantly.
This verifies the importance of both the instance-level prior
and the object generator of UrbanGen in decomposing stuff
and objects.

Reconstruction Loss: Additionally, we evaluate the impact
of the reconstruction loss, originally proposed in our confer-
ence version UrbanGIRAFFE but removed in UrbanGen. In
UrbanGIRAFFE [71], we observed that using the adversarial
loss alone struggles to maintain the semantic meaning of the
panoptic prior. Hence, UrbanGIRAFFE uses a reconstruction
loss for stuff regions, which is a combination of the MSE loss
and perceptual loss lvgg [26]:

Lrecon = E
[ ∥∥∥M⊙ (I− Î)

∥∥∥2
2
+ λvgglvgg(M⊙ I,M⊙ Î)

]
where I and Î are paired samples, and M denotes a mask
that filters out object regions and preserve only stuff regions.

While the reconstruction loss improves the semantic
alignment, it degrades the rendering quality, see Table 2
(w/ Lrecon). This is unsurprising as the reconstruction
loss forces the generative model to predict a deterministic
“ground truth” image, leading to inferior image fidelity and
limiting the diversity of rendered results. To address this
issue, UrbanGen introduces a semantic-aware discriminator
to achieve semantic alignment between the rendered im-
age and the conditioned panoptic prior, without satisfying
the rendering quality. Note that UrbanGen w/ reconstruc-
tion loss still slightly outperforms our conference version

thanks to the improved backbone architecture, including
larger-capacity upsampler and anti-aliasing design follow-
ing EG3D [10].

As shown in the fourth-row of Fig. 12, compared to
UrbanGen, the model with reconstruction loss tends to
produce more artifacts and less detail. UrbanGen achieves
better image fidelity while maintaining good semantic align-
ment using the semantic alignment loss as discussed in the
following.

Semantic Alignment Loss: We now evaluate the effective-
ness of the semantic-aware discriminator. Table 2 (w/o Lseg)
shows that the semantic-aware discriminator and the corre-
sponding semantic alignment loss have minimal impact on
the rendering fidelity and geometry quality. To better assess
the semantic alignment performance, we compare the se-
mantic map obtained from volume rendering to a semantic
map predicted by a pre-trained segmentation model [59].
We then report the pixel-level accuracy between these two
maps for several major semantic categories, including road,
sidewalk, terrain, vegetation, building, and wall, as well
as the average pixel accuracy (Acc) of the full images. As
reported in Table 3, our approach significantly outperforms
both the method without semantic loss (w/o Lseg) and the
alternative using a reconstruction loss (w Lrecon), which
was adopted in UrbanGIRAFFE.

Furthermore, as shown in Fig. 13, the semantic-aware
discriminator helps the model better align the rendered RGB
image and the corresponding semantic. As indicated by the
red arrows, when training without semantic loss, the model
incorrectly generates an appearance similar to a building
in areas corresponding to trees. In contrast, the full model
effectively achieves semantic-appearance alignment.

Geometry loss: Finally, we exclude the geometry loss Lgeo

as shown in Table 2 (w/o Lgeo). This leads to larger depth
error and worses the overall geometry quality of the scene.
Additionally, the geometry loss contributes to better object
fidelity, i.e., lower FIDP, indicating that the geometry loss
helps in learning better object generation. As illustrated
in Fig. 13, the geometry loss aids the model in learning more
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Road Sdwlk Terr Vegt Bldg Wall Acc

w Lrecon 92.7 66.2 77.1 83.0 87.6 72.1 74.0
w/o Lseg 89.8 72.3 69.3 69.0 72.2 64.5 70.2

Full 91.1 85.3 81.4 86.5 90.1 89.6 84.8

TABLE 3: Ablation Study on Semantic Alignment. We
report semantic alignment between render semantics and
synthesis image on KITTI-360 with different method vari-
ations, including adding reconstruction loss (w Lrecon),
without semantic-aware discriminator ( w/o Lseg).

Method KITTI-360 Waymo NuScenes

FIDI ↓ FIDP ↓ FIDI ↓ FIDP ↓ FIDI ↓ FIDP ↓

· Specific only 6.1 32.2 14.5 55.1 37.6 88.7
Unified only 8.2 29.0 11.2 29.9 25.5 37.0

Unified + Specific 6.9 24.8 8.2 29.0 21.4 35.6

TABLE 4: Ablation on Training Strategy. Specific Only:
Training separate models, each trained on a specific dataset.
Unified Only: Training solely on a unified dataset. Unified
+ Specific: First pretraining on a unified dataset followed
by fine-tuning on a specific dataset. The evaluation metrics
FIDI and FIDP (×103) are reported to assess the fidelity of
full images and object patches.

fine-grained geometry of certain detailed elements, such as
the shape of poles. Moreover, the geometry loss facilitates
the background generation, where no geometry information
is provided by the panoptic prior. Incorporating geometry
loss leads to fewer artifacts and more reasonable geometry
in the background areas.

Training Strategy: Lastly, we conduct an ablation study
on the training strategy, comparing the following methods:
1) Specific Only: Training seperate models, each exclusively
trained on a specific dataset, 2) Unified Only: Training solely
on the unified urban dataset, and 3) Unified + Specific:
Initially training on the unified urban dataset followed by
fine-tuning on a specific dataset. As depicted in Table 4,
our proposed “Unified + Specific” strategy achieves the best
image fidelity. Due to the low resolution and significant
occlusions of vehicles in some datasets, models trained
in the “Specific Only” setting struggles to learn effective
object generation, particularly on Waymo and nuScenes. By
training in the “Unified Only” setting, the object fidelity
is significantly improved. Notably, on the relatively small-
scale nuScenes dataset, training on the unified dataset sig-
nificantly enhances the rendering quality for both the full
image and the object patches. Furthermore, by combining
this with specific dataset fine-tuning, our “Unified + Spe-
cific” strategy further enhances the fidelity of each dataset.

5 CONCLUSION

We propose UrbanGen to tackle controllable 3D-aware im-
age synthesis for challenging urban scenes. By effectively
incorporating 3D panoptic prior, our model decomposes
the scene into stuff, objects, and sky. Our compositional
generative model enables diverse controllability regarding
large camera viewpoint change, semantic layout, object

manipulation, and scene style editing. We believe that our
method pushes the frontier of 3D-aware generative models
for unbounded scenes with complex geometry.

Acknowledgements
This work is supported by NSFC under grant 62202418
and U21B2004. Yiyi Liao is with the Zhejiang Provincial
Key Laboratory of Information Processing, Communica-
tion and Networking (IPCAN), Hangzhou, China. Andreas
Geiger was supported by the ERC Starting Grant LEGO-3D
(850533) and the DFG EXC number 2064/1 - project number
390727645.

Yuanbo Yang is a master’s student at Zhe-
jiang University. Before that, he received his B.S.
degree at Hangzhou Dianzi University. His re-
search interests include 3D computer vision and
generative models.

Yujun Shen is a senior staff research scientist
at Ant Research. Before that, he worked as a
senior researcher at ByteDance Inc. He received
his Ph.D. degree at the Chinese University of
Hong Kong and his B.S. degree at Tsinghua
University. His research interests include com-
puter vision and deep learning, particularly in 3D
vision and generative models. He is an award
recipient of Hong Kong PhD Fellowship.

Yue Wang received the Ph.D. degree from the
Department of Control Science and Engineering,
Zhejiang University, Hangzhou, China, in 2016.
He is currently working as a Professor with the
Department of Control Science and Engineer-
ing, Zhejiang University. His current research
interests include autonomous robots and robot
learning.

Andreas Geiger received his Diploma in com-
puter science and his Ph.D. degree from Karl-
sruhe Institute of Technology in 2008 and 2013.
Currently, he is leading the Autonomous Vision
Group at the University of Tubingen. He is also a
core faculty member of the Tübingen AI Center.
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